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T. INTRODUCTION

Let C[a, bJbe the space of continuous real valued functions defined on the
compact interval [a, bJ, endowed with the supremum norm denoted by Ii il.
Let P n be the algebraic polynomial of degree at most n of best approximation
to / E C[a, bJ. The main purpose of this paper is the investigation of the
behavior, as 11 -- 00, of Ii p,~k) II and II p;:c) Iir""f3] = max~C",Cf3 I P~~)(x)i,
a < a < f3 < b. In a subsequent work we shall apply our results to the
problem of lacunary approximation.

Tn this paper, P"" Qn, Rn will always denote algebraic polynomials of
degree at most 11. The sentence: "Let Pn be the polynomial of best approxi­
mation tOlE C[a, bJ" means that P n is the polynomial of best approximation
to f on [a, bJ. AU constants appearing in this paper depend on a and b.

We now state the theorems on which our study relies. Let /E CN[a, b],
the subspace of C[a, bJ of N-times continuously differentiable functions; let
E,,(f) = Ii P" - /11.

THEOREM l.l (Jackson [7, p. 127]). There exists a constant K, which
depends on N, such that

E ( .c) K ('f(N) 1)nJ ~-,7W ,-,
n" 11

where w(g) is the modulus ofcontinuity 0/g E C[a, b].

THEOREM 1.2 (Markoff inequality, [7, pp. 134---141]):

l!);1
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and Bernstein's Inequality ([7], page 133)

II p~) 11[0:,/3] ~ Nn le II Pnil, n?<1.

The constant M depends on k and the constant N depends on k, 0:, f3.

THEOREM 1.3 [3, p. 39]. There exists a constant K such that, iffE C[a, b],

n?<1.

The behavior of the derivatives of the trigonometric polynomial of best
approximation has been investigated by Czipszer and Freud [2] and by
Zamansky [10]. We show here that, with proper restrictions, some of their
results can be extended to the algebraic case. See also [4, 6].

II. CONVERGENCE OF THE SEQUENCE OF DERIVATIVES OF THE POLYNOMIAL

OF BEST APPROXIMAnON

In this section we study k's for which limn _ oo II p~le) - j<k) [[[C,d] = 0,
a :'( c < d :'( b, as well as the corresponding speeds of convergence, where
Pn is the polynomial of best approximation to f E CN[a, b]. The main results
are Theorems 2.4 and 2.8.

THEOREM 2.1. There exists a constant M with thefol/owing property: Let
fE qa, b] be such that, for some .\, £n(f) :'( .\/n, n ?< 1, £o(f) :'( .\. Then,
for P n , the polynomial ofbest approximation to f, one has:

II P~ II :'( MM, n?<1.

Proof Let k be defined by 21e :'( n < 21e+!, Then

'e
Pn = Pn - Pz, + L (Pz' - PZH) + (PI - Po) + Po'

i~1

By differentiating both sides of this identity and applying Markoff's inequality,
we obtain:

Ie

II P;, II :'( K(n2 11 P" - Pz II + L 2Zi II P2 ; - P2 i-111 + II PI - Po II)·
i~1

Now, for I < m,



hence
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k

:1 p~ Ii ~ K(2n2E2if) + I 22i-1£21_1(1) + 2£.ff)
i~l

~ KA (42 k + 4 ±2i + 2) ~ MAn.
, 1:=1 '
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THEOREM 2.2. There exists a constant M with the following property: if a
function f satisfies 1f(x) - f(y)1 ~ A. I x - y I, x, Y E [a, bJ, then for the
polynomial Pn ofbest approximation to f,

II p~ Ii ~ MA.n, 11?1.

Proof This is a direct consequence of Jackson's theorem and
Theorem 2.1.

THEOREM 2.3. Let k, N be integers with 0 ~ k ~ N. There exists a
constant M, depending on N, such that, ifPn is the polynomial ofbest approxi­
mation to fE CN[a, b], then

11 :;:?: k.

Proof The theorem is true for N = O. Let N :;:?: 0 and suppose that

o~k ~ N,n:;:?: k,

for every hE O'l[a, bJ, where P" is the polynomial of best approximation to h.
LetfE OV+1[a, b]. By the induction hypothesis, we have:

o~k ~ N, n ~ k, (1)

where Qn-l is the polynomial of best approximation to 1'. Let g(x) =
f(x) - f(a) - f: Qn-l(t) dt, x E [a, b]. Now, for x, y E [a, b], we have

Ig(x) - g(Y)i ~ f 11'(t) - Qn-l(t)i dt ~ £"-I(f')1 x - J' ! .

That is, g satisfies Lipschitz condition with constant E"-l(f'). Let R" be the
polynomial of best approximation to g. We have, by Theorem 2.2:

n ~ 1,
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and, by Markoff's inequality and Theorem 1.3:

2k-1
:::::: K' n E (j(k»
-..c::: 10 (n _ l)(n - 2) ... (n - (k _ 1» n-k

n?o k. (2)

From (1) and (2) we conclude that

The theorem follows because -f(a) + J: Qn-lt) dt + Rix) is the poly­
nomial of best approximation to f

THEOREM 2.4. Let k, N be integers with 0 :( k :( N12. There exist
constants Sand T which depend on N such that, if fE CN[a, b] and P n is the
polynomial of best approximation to f, then

II rio> - flk) II :::::: SE (f(2k» :::::: T _1_ E (flN»n -..c::: n-2k -..c::: nN-2k n-N ' n ?o N.

Proof This is a direct consequence of Theorems 1.3 and 2.3.

COROLLARY 2.5. Let k, N, f, Pn be as in Theorem 2.4. There exists a
constant M, which depends on N, such that

II plk) -f(l,) II ~ kf_l_ w ('f(N) !)
n I nN - 2k 'n ' n>N.

Proof By Jackson's theorem and the properties of the modulus of
continuity, we have, for n > N,

The corollary follows from Theorem 2.4.
Corollary 2.5 was obtained by Roulier [8]. We now show that Theorem 2.4

improves Corollary 2.5. We first need a preliminary result.

PROPOSITION 2.6. Let f(x) = (x + 1)1/2, XE [-1,1]. Then En(j) ~
Kin, n ?o 1.
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Proof By [7, p. 120], EnU) = E~U(cos x)) where E; is the degree of
approximation by trigonometric polynomials of order at most n. Now
(cos x + 1)1/2 = 21/ 2 I cos x/2 I has a derivative bounded by 21 / 2/2 (except
at the odd multiples of Tr where the derivative does not exist). It follows that
i(cos x + 1)1/2 - (cos y + 1)1/2 I ~ 21/ 2/1 i x - Y i, x, Y E [-1, 1J. Now,
Jackson's theorem [7, p. 84J implies that E;(cos x -+- 01/ 2) ~ KIln, n ~ ],
and so E,,((x + 1)1/2) ~ K/n, n ~ 1.

Letf(x) = (x - 1)2(x - 1)1/2, X E [-1, 1], so that!,,(x) = (l5/4)(x -i- l)l/2.
Corollary 2.5 implies that Ii P;, - l' il ~ M/nI/2, while Theorem 2.4 implies
that II P;' - l' 1/ ~ TIn. Of course, there are functions for which Theorem 2.4
does not yield more information than Corollary 2,5, for instance f(x) =
x 2

1 x I, x E [--1,1] [7, p. 171].
The remainder of this section is devoted to proving the analog of Theorem

2.4 where the norm of P" is taken over a subinterval of [a, b].

THEOREM 2.7. Let a <:I: < (3 < b. There exists a constant 1M, depending
on ex and ,8, with the following property: iffor a function f

then

I f(x) - fCy)1 ~ ,\ ! x -- Y I,

II P~ il[~,$J ~ 1'.1.>..,

X,)' E [a, bJ,

ll~l,

11 ~ 1,

where P" is the polynomial ofbest approximation to f on [a, bJ.

Proof There exists a sequence of(Q,,) of polynomials such that [3, p. 125]

Ii Q" -f'lI ~ N'\ and II Q:'llb $] ~ MIl.,11 . ,

where N depends on ex and {3.
Now

il p~ 11[",$] ~ ii P~ - Q~ iirCl,B]T ii Q~ i:[<1,eJ

and

(
Kl,\ , N,\)

~Kn ---y--- ,n~l,
n n .

by Jackson's theorem and Bernstein's inequality. The theorem follows.

THEOREM 2.8, Let a < ex < {3 < b and let Nand k be integers with
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o~ k ~ N. There exists a constant M, which depends on N, ex, fJ such that,
if Pn is the polynomial of best approximation to f E CN[a, b], then

II p(k) - f(/,,) II <: ME (j(k»
n [""B] "'" n-l, , n)o k.

The proof of this theorem is similar to that of Theorem 2.3, but requires a
more careful use of Bernstein's inequality. Theorem 2.8 is true for N = O.
Suppose that

II p(k) J (10) II --- M E (h(k»
I n - 1 ["'.B] "'" N n-k ,

for every h E CN[a, b], 0 ~ k ~ N, n )0 k.
LetfE C'V+l[a, b]. By the induction hypothesis we have:

'If(k+1) - Q(k) II <: M E (f(k+1»
I n-1 [""B] "'" N n-1-k , o~ k ~ N, n )0 k, (3)

where Qn-1 is the polynomial of best approximation to l' on [a, b].
Define g as in Theorem 2.3. Then g satisfies Lipschitz condition with

constant En- 1(j'). Let Rn be the polynomial of best approximation to g on
[a, b]. We have, by Theorem 2.7,

n )0 1,

where c = (a + ex)f2, d = (fJ + b)J2.
By Bernstein's inequality and Theorem 1.3, we have:

II R (k) I' --- K k-1 II R' I'n Ilo:.B] "'" Ion n I[e.d]

k-1
<: K' n E (f(k»
-..0:: 10 (n _ l)(n - 2) '" (n - (k - 1)) n-k

k ~ N + 1,71 ;:?: k, (4)

From (3) and (4) we conclude that

11/10
) - p~k) I/[""B] = [[f(l,) - Q~-l) - R~.:) II[",.B]

~ MN+1En_kU(k», k ~ N + 1, n ;:?: k.

III. DIVERGENCE OF THE SEQUENCE OF DERIVATIVES OF THE POLYNOMIAL OF

BEST ApPROXIMATION

Let Pn be the polynomial of best approximation to fE CN[a, b]. We now
investigate the behavior, as n - .... 00, of II p~k) I[[c,d] , a < c < d < b for the
k's which have not been considered in Section II.
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THEOREM 3.1. Let k, N be integers with [NI2] + 1 :(; k :(; N. Let P" be
the polynomial 0/best approximation to/E CN[a, b]. Then there exist constants
AI, 11I1 , M~ which depend on N, such that

:: p~J II :(; liP);;) II + M11J);;En_k(f(k»

:(; II f U;) II + M zn2"-NEn_N(j(N»

:(; Ilf(k) II + Mn2k- N w (f(N), ~), I/~N.

Proof This is a direct consequence ofTheorems 2.3, 1.3 and the properties
of the modulus of continuity.

THEOREM 3.2. Let k, N be integers with k > N ~ O. Let / E O'1[a, b],
/ not a polynomial. Then there exists a constant M, which depends on k and1,
such that, if P" is the polynomial 0/ best approximation to f,

n~l.

We need two preliminary remarks: First [9, p. 100J, if/E C[a, bJ is not a
constant, we have w(/, lin) ~ C/n, C > 0, n ~ 1. Second, letfE C'V[a, bJ,
c < a, d > b. We can extend/to g E CN[C, dJ in such a way that W(g(N), h) ~
Iw(f(N), h), h > 0, I being a constant depending on f Indeed, let g(x) =
L:~~o (pnl(a)ln!)(x - a)n if c :(; x < a, g(x) = fex) if a :(; x :(; b, and
g(x) == L.~=o (f(NJ(b)ln!)(x - b)" if b < x ~ d. Then g is as required.

Proof of Theorem 3.2. Let c, d and g be as above. By Theorem 2.8, there
exists a sequence of polynomials Qn and a constant K such that

iT Q(/') _ (I,) II <~ w (' 0(1'1) !)
,I n g, [c.d] "" nN-k ,'" 'n'

:::::::~ w (f(N) !)'
-.-:- nN - k ' 11 '

k:(;N, n~k+l.

It follows that II Q~k) /I[e,d] :(; K~, °:(; k :(; N, and il Q~,k) !i[a,b) :(; K~nk-N,

k > N, by Bernstein's inequality, So

II Q (k) II ~ (K" K" k-N)
" [a,b] "'" max ", "n ,

Now \ve have, for k ~ 0:

k ~O.
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II p~") - Q~") II[a.b] ~ S"n2k II Pn - Qn II[a,b]

~ N kn2k (En(f) + ~ w (t(Nl, ~)).

n;?;1.

So Jackson's theorem yields:

II P(k) II ~ K I 2k-N ('f(N) 1) + (K' K" k-n)n . [a,b] ~ k n w , Ii max 7.;' k n .

But w(f(Nl, lin) ;?; C/n because flN) is not a constant. It follows that

~ (f(N) 1) (K 122k- N + C (K' K" k-N))~w 'n k "max I" "n .

But if k ;?; N + 1, then 21e - N ;?; k - N + 1. It follows that II Pnl' I[ra,bl ~
Mn 2k- Nw(flN), lin) for k ;?; N + 1.

THEOREM 3.3. Let k, N be integers with k > N ;?; 0, Let a < ex < f3 < b,
o < E ~ 1 and K > O. Let I f(N)(X) - f(N)(Y)1 ~ K I x - Y 1<, x, Y EO [a, b].
There exists a constant M which depends on 01., f3, K, k, N such that, ifP" is the
polynomial of best approximation to f on [a, b],

II p(k) II <:: Mn IG- N -<n [",,13] "--': ,

We first exclude the possibility k = N + E. Let I be defined by 21 ~ n <
21+1,

Then
I

P" = P n - Pz' + I (P2i - P2i~1) + (P1 - Po) + Pl'
i~l

By Bernstein's inequality and Jackson's theorem, we obtain, as in the proof
of Theorem 2.1:

1\ p<;:l 11[",.8] ~ Rio (n k II Pn - pz! 1\ + it ki 1\ P2i - P2i-lll + II Pi - Po II)

and

II P<;:) \\[",.8] ~ R~ (nkK'n-N -< + K" j; 2 ki2-(i-1)(N+<l + E1(f) + Eo(f)).

The theorem is proved for k =i= N + E.
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We now prove the theorem for k = N + 1 and for a = -1, b = 1. The
general case is reduced to this by the transformation x r+ t(n - a)x -)­
t(b + a). Letg(x) =f(cosx), XE [-7T, 7T]. Then

: g(;Vl(X) - gINl(y)1 :C K'I x - .J.' I, x, Y E (-7i, Ti).

Now, there exists a sequence of even positive kernels Kn such that
I~rr Kit) dt = 1,

is a trigonometric polynomial of degree n, and

It follows that

II g - Tll /I :C M'n-Ie [5, p. 57].

II T,\j) il :::;: £(~)r IgUl(X + it)1 dt :::;: K j ,
i=1 I -7T

(The case j = k follows from the fact that glkl exists almost everywhere and
is bounded.) Let Qn(x) = Tn(arcos x), X E [-1, 1]. Because g and Kn are
even, Tn is even and so Q" is an algebraic polynomial. Now

k

Q~k>CX) = L T~il(arcos x) Vi(x) Wi((l - X2)-li2),
i=l

where Vi and Wi are algebraic polynomials of degree bounded by k - 1 and
2k - 1 respectively. It follows that, if -1 < ex < f3 < I, then

II Q(k) II <: K"
·n [""p] '" .

Also

'I p(k) II <: 'I p(k) QUe) 'I + "Q(k) "I n rex,p] '" I n - n I [~.13] II n IIb,e]

and

II P (k) QU,:) kiP Q IIn - n /1[",,13]:::;: Kn I n - n [-1.1]

:::;: Knk(En(f) + AIn-l,;)

:::;: Knk(K2w k + KIn-h)

by Jackson's theorem and Bernstein's inequality. The proof of the theorem
is complete.
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IV. REMARKS AND OPEN QUESTIONS

We can somewhat generalize Theorems 2.4 and 2.8: If fE C'V[a, b] and
II P n - f/l = O(E,,(/», then /I p~k) - jlk) II = 0(En _ 2k(f2k», 0 .:s:; k .:s:; N12,
and II p~k) - f(k) 11[",/3] = O(En_k(f(kJ», O.:s:; k .:s:; N, a < ex < [3 < b.
Theorem 2.8 extends to the trigonometric case. Let CN be the space of
everywhere N-times continuously differentiable functions of period 27T. If
II Tn - fll[-71,71] = 0(E';(f», then II T~k) - f(k) 11[_"",] = O(E;(f(k»), O.:s:;
k .:s:; N, where Tn is a trigonometric polynomial of degree at most nand
E;(f) is the degree of approximation by such polynomials.

Indeed, it suffices to notice that Theorem 2.7 holds true for the trigono­
metric case, to use the corresponding Bernstein's inequality [7, p. 90],
II T~ II .:s:; n II Tn 1[, and to observe that E~(f) .:s:; (Kin) E;(/,) iffE C'[-7T, 7T].
The last result was found by Czipszer and Freud [2]. Similarly, by using the
above quoted inequality in the proof of Theorem 3.4, we obtain that if
fE CN[-7T, 7T],k > N > 0,0 < E.:s:; 1and IjlN)(x) - jlN)(y)j .:s:; KI x - y I',
x, Y E: [-7T, 7T], then there is a constant M which depends on k and f such
that, if Ii Tn - fil = E::(f), then II T~k) ii .:s:; Mmk - N +" n ~ 1. For related
results see [4].

LetfECN[-7T, 7T],k > N ~ O. We conjecture thatthereis no constant M
which depends only on k and f such that if II Tn - fll = e;;(f), then
II T~k) II .:s:; Mnk-Nw(f(N), lin), n ~ 1. Similarly for the algebraic case.

We make also the following conjecture: for every N > 1 there exists
fE C2N-l[a, b] such that, for all k, N.:s:; k .:s:; 2N - 1, P(kl(a) does not
converge to f(k)(a), where P n is the polynomial of best approximation
to f

It is interesting to notice that we cannot replace the hypothesis of Theorem
2.7 by those of Theorem 2.1. Indeed, we have

THEOREM 4.1. Let a < ex < [3 < b, and let A > O. There exists a constant
M which depends on ex, [3, A, with the following property: let f E C[a, b] satisfy
E,ll) .:s:; Afn, n ~ 1; Eo(f) .:s:; A. Then,for the polynomial P" ofbest approxi­
mation to f, one has:

II P~ 11[00,/3] .:s:; M log n, n ~ 2.

The proof is almost exactly the same as the first part of the proof of
Theorem 3.4.

The next theorem illustrates Theorem 4.1.

THEOREM 4.2. There exists afunctionfE C[-I, 1] such that E,,(f) .:s:; Kin
and, ifP" is the polynomial ofbest approximation to f on [-1, 1], I[ P~ 11[",13] ~
Klog n, n = 1,2,... , whenever -1 < ex < [3 < 1.
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Proof Let f(x) = L:=o 5-kT5k(X), where Tnex) = cos(n arcos x). For
this function we have [I1J Ell(f) :< Kin. On the other hand,

n

P5n(x) = I 5-k T5,,(x)
k~O

(4.1)

is the polynomial of degree at most 5" of best approximation to f (see
[7, p. 127]). Since

and 510 = I (mod 4),

n

P~,,(O) = I 1 = (n + 1).
k=O

As Psn(X) is the polynomial of degree <.k of best approximation to j; for
k = 5",5" + 1,... ,5"+1 - I [1, p. 127], the theorem foHows.
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